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1. PexoMeHaaTelbHble CepPBHCHI  MOJJAEP:KKH  HAYYHO-TEXHHMYECKOH M  HAy4HO-
o0pa3oBaTe/IbHOM AeATEIbHOCTH

PexomenparenbHble  CEpBHUCHI  IMOAJACPKKM  HAYYHO-TEXHUYECKOM U HAy4HO-
oOpa3oBaTenbHON JesTenbHOCTH (nanee - CepBHUCHI) IpelHa3HA4Y€Hbl ISl ABTOMAaTH3alUU
IPOLIECCOB IPOBEICHUSA HCCIENOBaHUN, pa3pabOTKM M BBINOJHEHHS SKCHEPTU3: IIOUCKa
TEXHOJIOTUH, TIOMCKAa W3JaHUN JUId OMyOJMKOBAaHUS pPe3ylbTaTOB, IIOUCK PEIEBAHTHBIX
JKCIIEPTOB U PELICH3EHTOB.

CepBucsl IIpeIHa3HAYEHBI VI PEILICHUS CIEYIOIINX 3a1a4:

— TIlogbop peneBaHTHBIX TEXHOJOTMHA 10 TEXHOJIOTMYECKHM 3ampocaM (Ha OCHOBE
CMBICIIOBOI'O  COINOCTAaBJICHMsSI TEKCTOB HAYYHO-TEXHMUYECKOM  JIOKyMEHTallUu C
TEXHOJIOTUYECKUMHU 3aPOCaMHU U TEXHUUYECKUMHU 3a/1aHUSIMH ).

— IlonGop 3KcepTOB / PELIEH3EHTOB 110 3aJaHHOMY ITOJHBIM TEKCTOM OOBEKTY 3KCIIEPTU3bI
(rpaHTOBas 3asiBKa, TEKCT MOATOTOBJIEHHOM K Ie€4YaTW HAayyHOW CTaThbM, JUCCEpPTALUU U
ap.);

— Pexomenpanus n3naHuii s OMyOJIMKOBAHUS HAyYHBIX PE3Yy/IbTaTOB HAa OCHOBE aHAIM3a
IIOJIHOT'O TEKCTa MPENPUHTA HAYYHOHN CTaThH.

— HHrepakTuBHOE (HOPMUPOBAHME M YTOUHEHHE IMOMCKOBBIX 3allpOCOB C IPUMEHEHHEM
pEeKOMEHIaTeNbHONU MOJIEH ACCOLIMUPOBAHHBIX MOHATUHN MPEIMETHBIX 00J1acTel HAYKU U
TEXHUKHU.

— ABromaruueckas KiaccuuKalMs HAyYHO-TEXHMUYECKHX W HaydyHO-00pa30BaTEIbHBIX
JIOKyMeHTOB 1o pyopukaropy 'PHTU.

B3aumopeiictBue co BceMu cepBucaMM ocyuiecTBisercs depe3 APl mo mpotokomy
HTTP. IlognepxuBaembie Mmeronsl — GET ans onepauwmii monyuyenus nanueix U POST nns
OIepanuii OTIPABKH AaHHBIX. Bee 3ampocel 1omkHBI conepxkars KoppekTHbie HTTP-3aronoBku.
VYcnenHbie OTBETHI OT CEPBHCOB BO3BpamarTcsi ¢ kojgoMm cocrosiuus HTTP 200, a mannbie
nepenatorcs B Tene otBeTa B popmate JSON. CTpyKTypa 3anpocoB U OMHCAaHUE TapaMeTpOB JIJIs

Ka)X01 TOUYKU A0CTYyIIa MPUBCACHLI B COOTBETCTBYIOIIUX IMMOAPA3ACIIaX.



2. YcraHoBka PekoMeHaTe/LHBIX CEPBUCOB NMOMAEPKKH HAYYHO-TEXHUYECKOH M HAYYHO-

o0pa3oBaTe/IbHOM AeATEJIbLHOCTH

Jlnst pasBepThiBaHusl PekOMEHIaTENbHBIX CEPBUCOB MOMIEPKKM HAyYHO-TEXHUYECKON U

Hay4YHO-00pa30BaTeIbHOMN JIeATeNbHOCTU» (asiee — PexoMeHaaTenbHble CepBUChI) HEOOXO0AUMO
HOJY4YUTh Yy pa3paboTyMKa 3aapXUBUPOBAHHBIM 00pa3, BKIIOYAIOLUIMM IPOrpaMMHOE
oOecnieueHne U JaHHble PexomeHnaTenbHbIX cepBUcOB. Jlyig ycTtaHOBKM PekoMeHIaTenbHbIX
CepBUCOB HEOOXOIMMBI BBIYMCIMTENbHBIE CPEICTBA (Jajliee — XOCT) IMOJ YIpaBICHHEM
ornepanroHHo# cuctembl Debian 12 wuim Bblle ¢ XapaKTepUCTUKAMU HE HIDKE YKa3aHHBIX:

— CPU: x86-64, 10 snep ¢ 6a30Boii TakToBOM yactoToii He meree 3.0 [T,

- RAM: ~512GB.

— Twun maxonureneii: SSD, HDD.

—  OO6uwmii pusnueckuii 006éM Hakonutenei: 10TB (SSD), 21TB (HDD).
Ha ykazanHOM X0cTe HEOOXOMMO BBITIOJIHHUTE CIIEAYIOIINE [Iaru:

1. CxomupoBarh TOJYYCHHBIH y pa3paboTdymka apxuB Ha XocT mo aapecy <PATH_TO>/rec-
services.tar.gz, raoe rec-services.tar.gz — ycioBHOe HamMeHOBaHWE (hailla C apXUBOM,

<PATH_TO> — nupekropus, B KOTOPYIO OyAET 3arpyXKeH apXuB.

1. TlomroroBka xocta (Ha mpumepe xocra ¢ OC Debian 12).
B kauecTBe cepBuca yIpaBIeHHUs CEThIO JODKEH MCITONIb30BaThes Systemd-networkd.
1.1. Vcranorka Systemd-nspawn:
1.1.1. $sudosu
1.1.2.  #apt install systemd-container
1.1.3.  #echo 'kernel.unprivileged_userns_clone=1" >/etc/sysctl.d/nspawn.conf
1.1.4.  # systemctl restart systemd-sysctl.service
1.2.  VYcranoBka systemd-networkd u HacTpoiika cereBoro mocrta br0
1.2.1.  $sudosu
1.2.2. #aptinstall bridge-utils
1.2.3.  # mv /etc/network/interfaces /etc/network/interfaces.bac
1.2.4. Co3snats Tpu (aiina B /etc/systemd/network/:
—  br0.network
—  DbrO.netdev

—  enp0s3.network



, Tme enp0s3 — Ha3BaHME OCHOBHOIO CETeBOTO HHTepdeiica (11 mpocMOTpa CIHCKa
JOCTYITHBIX HHTEp(EHCOB MOXXHO BOCIIOJIb30BaThCsl KoMmaHmoi «$ ip -a»). HasBanue Ha
KOHKPETHOM YCTPOMNCTBE (XOCT€) MOXKET OBITh APYTUM.
[Ipumep conep:kuMoro ¢aitioB mpuBeIeH HUXKE:
—  br0.network
[Match]
Name=Dbr0

[Network]
IPForward=ipv4
IPMasquerade=yes

DHCP=ipv4
— brO.netdev
[NetDev]
Name=br0
Kind=bridge
— enp0s3.network
[Match]
Name=enp0s3
[Network]
Bridge=br0
1.2.5. # systemctl stop networking
1.2.6. # systemctl disable networking
1.2.7. # systemctl enable systemd-networkd
1.2.8. # systemctl start systemd-networkd
1.2.9. # reboot

[Tprmep KOpPpPEKTHOrO pe3ysibTaTa yCTaHOBKU IIpHUBeieH Ha Puc. 1.



:~$ ip a
lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group default qlen 1000
link/loopback 80:060:600:00:00:00 brd 60:00:00:00:00:00
inet 127.0.0.1/8 scope host lo

valid_1ft forever preferred_Llft forever
ineté ::1/128 scope host noprefixroute

valid_1ft forever preferred_Llft forever

: enpls@: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast master bro state UP group default qlen 1060

link/ether 1c:1b:0d:ed:e@:ac brd ff:ff:ff:ff:ff:ff
: <BROADCAST ,MULTICAST,UP,LOWER_UP> mtu 1580 gdisc noqueue state UP group default qlen 1060
ether ee:0f:8b:e7:4e:59 brd ff:ff:ff:ff:ff:ff
inet 83.149.249.142/24 metric 1024 brd 83.149.249.255 scope global dynamic bro
valid_1ft 1296@sec preferred_Lft 12966sec
inet6 fe80::ecHf:8bff:fee7:4e59/64 scope link
valid_1ft forever preferred_Llft forever
: docker®: <NO-CARRIER,BROADCAST,MULTIC ,UP> mtu 1500 qdisc noqueue state DOWN group default
link/ether ©2:42:54:27:bf:92 brd ff:ff:ff:ff:ff:ff
inet 172.17.8.1/16 brd 172.17.255.255 scope global docker®
valid_1ft forever preferred_Llft forever
br-876c070c0573: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1580 qdisc noqueue state UP group default
link/ether ©2:42:31:18:e2:37 brd ff:ff:ff:ff:ff:ff
inet 172.18.0.1/16 brd 172.18.255.255 scope global br-876c070ce573
valid_1ft forever preferred_Llft forever
inet6 feg8@::42:31ff:fel8:e237/64 scope link
valid_1ft forever preferred_Llft forever
veth41d65b3@if8: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 15080 qdisc noqueue master br-876c@70c6573 state UP group default
link/ether da:b2:12:e4:78:f5 brd ff:ff:ff:ff:ff:ff link-netnsid 1
inet6 fe80::d8b2:12ff:fee4:78f5/64 scope link
valid_1ft forever preferred_Llft forever
: veth®3462a1@if10: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue master br-876c870c0573 state UP group default
link/ether 6a:7f:d3:b4:ff:b1 brd ff:ff:ff:ff:ff:ff link-netnsid @
inet6 fes8@::687f:d3ff:feb4:ffb1/64 scope link
valid_1ft forever preferred_Llft forever
: ve-rec-services@if2: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gqdisc noqueue state UP group default qlen 1600
her aa:a4:d8:99:47:d5 brd ff:ff:ff:ff:ff:ff link-netnsid 2
inet 169.254.237.187/16 metric 2048 brd 169.254.255.255 scope link ve-rec-services
valid_1ft forever preferred_Llft forever
inet 192.100.100.1/24 brd 192.1600.100.255 scope global ve-rec-services
valid_1ft forever preferred_Llft forever
inet6 fe80::aB8a4:d8ff:fe99:47d5/64 scope link
valid_1ft foreier preferred_1ft forever
8=

Pucynok 1 — [Ipumep npaBUiIbHO HACTPOGHHOTO MOCTa CETeBOro MHTep(erica
1.3. Hactpoiika ceTH BBIIIOJHIETCS B COOTBETCTBHHM CO CJCAYIONIMM pPYKOBOJCTBOM
[https://gist.github.com/lamafab/a626cfe7be5e3clecfe06251ddab4130]:
1.3.1. $sudosu
1.3.2. # cp [lib/systemd/network/80-container-ve.network /etc/systemd/network/70-
container-rec-services.network

1.3.3. # nano /etc/systemd/network/70-container-rec-services.network
Conepxumoe daiina /etc/systemd/network/70-container-rec-services.network:

[Match]
Name=ve-rec-services
Driver=veth

[Network]
Address=192.100.100.1/24
LinkLocalAddressing=yes
DHCPServer=yes
IPMasquerade=Dboth
LLDP=yes
EmitLLDP=customer-bridge
IPv6SendRA=yes



Ecmu Ha xocte ucmonb3yercs daepsout UFW u mo ymomuyanuto forwarding BeikimoueH,
TOT'JIa JIy4Ille Ha XOCTe BKIrounTh forwarding juis ve-rec-services:
# ufw route allow in on ve-rec-services out on br0
# ufw route allow in on br0 out on ve-rec-services
1.4. PacnakoBka apxuBa B manky /var/lib/machines/rec-services (B mpumMepe 3T0 CIeIaHo ye-
pe3 co37aHne CUMBOJIBHOM CCBIJIKH, T.K., KaK IMPABHJIO, B pa3/ielie /var HEMHOI'O MECTa)
$ sudo su
# cd /var/lib/machines
# mkdir <DATA_DIR>/rec-services
# In -s <DATA_DIR>/rec-services rec-services
# tar -xf <PATH_TO>/rec-services.tar.gz -C /var/lib/machines/rec-services/
, rtne <DATA_DIR> — pupektopus ¢ AaHHBIMH, B KOTOpPOW OyIeT pacmojokeH
pacriakoBaHHBIN 00pa3 KOHTEHHEepa,
<PATH_TO> — nmupekropus, B KOTOPYIO ObLT paHee 3arpy»eH oopa3 rec-Services.
2. 3amyck KOHTeiHepa

$ sudo machinectl start rec-services

2.1. TIpoBepka noxyuenust [P-anpeca konteiinepom. Ha Puc.2 mpuBenen mpumep KOppeKT-
HOTO Moxy4eHus: kKonteinepom IP, Ha Puc.3 — ommbka nonydenus IP. B takom ciydae

cienyet nepernpoBeputs marn 1.2 u 1.3 no HacTpoiike ceTH.

:~S machinectl

MACHINE CLASS SERVICE 0s VERSION ADDRESSES
rec-services container systemd-nspawn debian 13 192.1600.100.203..

1 machines listed.

Pucynok 2 — [Ipumep npaBUIbHO HACTPOEHHBIX CETEBBIX HACTPOEK

:~5% machinectl

e

MACHINE CLASS SERVICE 0s VERSION ADDRESSES

recservices container systemd-nspawn debian 13

1 machines listed.
Pucynok 3 — [IpuMep HEKOPPEKTHO HACTPOEHHBIX CETEBBIX HacTpoeK. KoHTeliHep He

nosryuyuit [P agpec

2.2. loctynn K KOHTEHHepY OyJeT ocymecTBIsAThCs mo noiydeHHomy IP (192.100.100.203
JUTSl TAaHHOTO MpUMepa).
2.2.1. $ssh -p2222 exuser@192.100.100.203

norun — <login>

napoJjb — <password>



3. IIpocMOTp COCTOSTHUS CUCTEMBI (OTIIMOHAIIBEHO)

HpI/I IIPOCMOTPE COCTOSAHHA CUCTEMBI B ClIy4a€ HECOOTBECTCTBUA (baKTI/I‘IeCKOFO BBIBOJIa

MOJICHCTEMBl C OKHJAeMbIM MOXHO TIepe3amycTuTh nojcucremy: $ sudo systemctl restart

<SERIVCE NAME>, rage <SERIVCE NAME> — Ha3zBaHue cepBuca.

B PEKOMEHAATCIBHBIX CCPBHUCAX HCIIOJB3YIOTCA CICAYIOIIME OCHOBHBIC ITOACHCTCMBI.

Onn 3aITyCKAar0TCAd aBTOMAaTUYECKHU IIpH CTApPTE KOHTeﬁHepa:

BBIBOJI.

3.1.

exactus — spo PekoMeHaTenbHBIX CEPBUCOB,;

wordsdb — cepBric 6a3bl JaHHBIX CYIIIHOCTEH (CJI0B M MOHATHIA) U KX CTATUCTHKH BCTpE-
4aeMOCTH, UCIIOJIb3yEMBbIH /IJIs aHAJIM3a U KJIACCU(PUKALMU HAYYHO-TEXHUYECKUX U Hayy-
HO-00pa30BaTeNbHBIX JOKYMEHTOB 110 pyopukaropy ' PHTU;

postgresql — CYB/] mist xpaHeHust METaITaHHBIX JOKYMEHTOB M JaHHBIX JIJIS BEO-
uHTepdeiica;

lighttpd — BeG-cepBep s oOcayxkuBanus BeO-uHTEpdEica PEKOMEHIATEIbHBIX CEPBHU-
COB;

gunicorn— cepBep NPHIOKESHUH is BbIoMHEeHUs1 Python-koia pekoMeHJaTeNnbHbIX cep-
BHCOB;

gunicorn-grnti — TOMOJHUTEIBHBIN YK3EMIUIAP CepBEpa MPHIOKEHHUH 11 00pabOTKH 3a-
IPOCOB, CBsI3aHHbIX ¢ pyopukaropom ' PHTU;

Sim-words — cepBUC ISl HHTEPAKTUBHOTO ()OPMUPOBAHUS U YTOYHEHHSI MTOUCKOBBIX 3a-
MIPOCOB ¢ MPUMEHEHHEM PEKOMEHIATEeNbHON MOAENN acCOIMUPOBAHHBIX MOHATUH Tpe.i-

METHBIX 00JacTeil HayKH U TeXHUKU. PaboTaet coBMecTHO ¢ cepBucom ling.

Z[aﬂee NEepCUUCIICHBI KOMAaHbI ITOJTYUYCHUS CTAaTyCOB OCHOBHBIX CEPBHUCOB U 0KHUIaeMbII

[lenTpanpHOE MporpaMMHOe siapo. [Ipumep oxugaemoro BeIBoIa MpuBenEH Ha Puc. 4.

$ sudo systemctl status exactus



g $ sudo systemctl status exactus
[sudo] nmaponb gnAa exuser:
exactus.service - Exactus system
Loaded: xactus; ; preset: )
Active: Mon 2025-12-29 15:48:58 MSK; 1h 50min ago
Invocation: db88ac%0cdc7446484e70dcd9d3bd31d

Process: 581 ExecStart=/etc/init.d/exactus start (code=exited, status=8/SUCCESS)
Tasks: 493
Memory: 2.6G (peak: 2.9G)
CPU: 3min 5.926s
CGroup: [system.slice/exactus.service

pek 29 15:48:57 rec-services systemd[1]: Starting exactus.service - Exactus system...

pek 29 15:48:58 rec-services exactus[501]: Registry config is found! Start it!:Node config is found! Start it!:
pek 29 15:48:58 rec-services systemd[1]: Started exactus.service - Exactus system.

lines 1-32/32 (END)

Pucynok 4 — Craryc LeHTpaJIbHOTO IPOTPaMMHOTIO Spa

3.2. baza JaHHBIX CYHIHOCTCﬁ N UX CTAaTUCTHKaA BCTPCHACMOCTHU. HpHMep 0XXHNaAacMOro BBI-

BOJ/Ia MpuBeAEH Ha Puc. 5.

$ sudo systemctl status wordsdb

g $ sudo systemctl status wordsdb
wordsdb.service - wordsdb service

Loaded: loaded (/etc/sy system/wordsdb. ; preset:

Active: since Mon 2025-12-29 15:48: ; 1h 52min ago
Invocation: 9fc@d2c85298437bb2c2cdfa98fo7899

Main PID: 101 (wordsdb)
Tasks: 49
Memory: 211.7M (peak: 212.2M)
CPU: 39.837s
CGroup: {Eystem.slicefwordsdb.service

pek 29 15:48:50 rec-services systemd[1]: Started wordsdb.service - wordsdb service.
pek 29 15:48:50 rec-services wordsdb[181]: Reading wdb from extcl.wdb
Aek 29 15:49:31 rec-services wordsdb[101]: Wdb read from extcl.wdb
nek 29 15:49:31 rec-services wordsdb[181]: Starting wordsdb_app on 8550: true
g S

Pucynok 5 — Craryc noacucrems wordsdb
3.3. CYB/I postgresgl. ITpumep oxumaemMoro BpiBojia puBeAEH Ha Puc. 6.

$ sudo systemctl status postgresq|
$ sudo pg_lsclusters



B $ sudo systemctl status postgresql
postgresqgl.service - PostgreSQL RDBMS
Loaded: loaded (/usr/lib/systemd/system/postgresql.servi ; preset:
Active: since Mon 2025-12-29 15:48:53 ; 1h 53min ago
Invocation: e3e4793c7blc46cf862e31f3fed9%ed4
Process: 321 ExecStart=/bin/true (code=exited, status=0/SUCCESS)
Main PID: 321 (code=exited, status=08/SUCCESS)
Mem peak: 1.7M
CPU: 30ms

pek 29 15:48:53 rec-services systemd[1]: Starting postgresql.service - PostgreSQL RDBMS

pek 29 15:48:53 rec-services systemd[1]: Finished postgresql.service - PostgreSQL RDBMS
B S sudo pg_lsclusters

Ver Cluster Port Status Owner Data directory Log file

s i
Pucynok 6 — Craryc CYB/I postgresgl

3.4. Beb-cepaep lighttpd. IIpumep oxumaeMoro BeiBoa npuBeAcH Ha Puc. 8.
$ sudo systemctl status lighttpd

8 $ sudo systemctl status lighttpd
lighttpd.service - Lighttpd Daemon
Loaded: leoaded (/ /lightt 2 s preset:
Drop-In: Jetc/syst y g pd. ce.d
override.conf

Active: since Mon 2025-12-29 15:48:57 MSK; 1h 55min ago

Invocation: 2a9c2a4bca76480fb502ef29a5d4a6f2
Docs: man:lighttpd

Process: 4 S n/lighttpd -tt -f /Jetc/lighttpd/lighttpd.conf (code=exited, status=0/SUCCESS)
Main PID: 500 (lighttpd)
Tasks: 1
Memory: 2.7M (peak: 4.1M)
CPU: 901ms
CGroup: {Eystem.slice/lighttpd.service

15:48:57 rec-services systemd[1]: Starting lighttpd.service - Lighttpd Daemon...

15:48:57 rec-services lighttpd[482]: 2025-12-29 15:48:57: (mod_deflate.c.741) DEPRECATED: compress.filetype rj
15: 57 rec-services lighttpd[482]: 2825-12-29 15: (mod_deflate.c.804) DEPRECATED: compress.cache-dir
H 57 rec-services lighttpd[482]: 2025-12-29 15: (configfile.c.1400) WARNING: unknown config-key: in
15:48:57 rec-services systemd[1]: Started lighttpd.service - Lighttpd Daemon.

Pucynok 8 — Cratyc Be0O-cepsepa lighttpd

3.5. Cepgep mpunoxenuii gunicorn. Tlpumep oxxuaaeMoro BeiBoaa npuseaéH Ha Puc. 9.
$ sudo systemctl status gunicorn

A $ sudo systemctl status gunicorn
gunicorn.service - gunicorn daemon
Loaded: loaded (/etc/systemd/system/gunicorn.service; ; preset:
Active: since Mon 2025-12-29 16:28:17 MSK; 1h 18min ago
Invocation: baf98e45175b476caebf8fdabe2dezes
TriggeredBy: gunicorn.socket
4669 (gunicorn)
11
Memory: 189.3M (peak: 196M)
CPU: 50.075s
CGroup: [system.slice/gunicorn.service

rec-services gunicorn[4671]: [2025-12-29 16:28: +0300] [4671] [INFO] Application startup complete.
rec-services gunicorn[4672]: [2025-12-29 16:28: +0300] [4672] [INFO] Started server process [4672]
rec-services gunicorn[4672]: [2025-12-29 16:28: +8300] [4672] [INFO] Waiting for application startup.
rec-services gunicorn[4672]: [2025-12-29 16:28: +0300] [4672] [INFO] Application startup complete.
rec-services gunicorn[4673]: [2025-12-29 16:28: +0300] [4673] [INFO] Started server process [4673]
rec-services gunicorn[4673]: [2025-12-29 16:28: +0300] [4673] [INFO] Waiting for application startup.
rec-services gunicorn[4673]: [2025-12-29 16:28: +0300] [4673] [INFO] Application startup complete.
rec-services gunicorn[4674]: [2025-12-29 16:28: +0300] [4674] [INFO] Started server process [4674]
rec-services gunicorn[4674]: [2025-12-29 16:28: +0300] [4674] [INFO] Waiting for application startup.
rec-services gunicorn[4674]: [2025-12-29 16:28: +0300] [4674] [INFO] Application startup complete.

Pucynoxk 9 — Craryc cepBepa mpriioxeHuid gunicorn

10



3.6. Cepep mpuioxkenuit gunicorn-grnti. Ilpumep oxxumaemoro BbIBOAa mpuBeA€H Ha Puc.
10.
$ sudo systemctl status gunicorn-grnti

3 $ sudo systemctl status gunicorn-grnti

gunicorn-grnti.service - gunicorn daemon for GRNTI classifier

Loaded: loaded (/etc/systemd/system/gunicorn- ti.service; ; preset:

Active: since Mon 2025-12-29 16:28:37 MSK; 1h 2@min ago
Invocation: beeBab5a3645467a89%ea%17a5f0ee235

TriggeredBy: gunicorn-grnti.socket
Main PID: 4687 (gunicorn)
Tasks: 97
Memory: 53G (peak: 53.1G)
CPU: 3min 4.545s
CGroup: /system.slice/gunicorn-grnti.service

rec-services gunicorn[4688]: [2025-12-29 16:28:38 +0300] [4688] [INFO] Booting worker with pid: 4688
rec-services gunicorn[4688]: 2025-12-29 16:28:49,530 [4688] INFO: faiss.loader: Loading faiss with AVX512
rec-services gunicorn[4688]: 2025-12-29 16:28:49,663 [4688] INFO: faiss.loader: Successfully loaded faiss
rec-services gunicorn[4688]: [2025-12-29 16:29:18 +0300] [4688] [INFO] Started server process [4688]
rec-services gunicorn[4688]: [2025-12-29 16:29:18 +0300] [4688] [INFO] Waiting for application startup.
rec-services gunicorn[4688]: 2025-12-29 16:29:18,497 [4688] INFO: root: Reading index from data/extcl_wor
rec-services gunicorn[4688]: 20625-12-29 16:31:29,734 [4688] INFO: root: Done with reading index from data
rec-services gunicorn[4688]: 2025-12-29 16:31:29,735 [4688] INFO: root: Connecting to db data/extcl_workdi
rec-services gunicorn[4688]: 2025-12-29 16:31:29,737 [4688] INFO: root: Connected to db data/extcl_workdi
rec-services gunicorn[4688]: [2025-12-29 16:31:29 +0300] [4688] [INFO] Application startup complete.

Pucynok 10 — CraTyc cepBepa npuiioxkenuii gunicorn-grnti

3.7. CepBuC A1 MHTEPAKTHBHOTO ()OPMHUPOBAHHS U YTOUYHEHHS MMOMCKOBBIX 3alpOCOB SiM-
words. [Tpumep oxkugaeMoro BbiBoia npuBeaéH Ha Puc. 11.
$ systemctl status --user sim-words.v0_2.monitor.service

3 $ systemctl status --user sim-words.v@_2.monitor.service
sim-words.v8 2.monitor.service
Loaded: loaded (/home/exuser/.config/systemd/u: sim-words.v0_2.monitor.service; static)
Active: since Mon 2025-12-29 15:48:51 ; 2h 2min ago
Invocation: 02e13d44bc®6492784TeB818d43fdd3e7
Main PID: 290 (.pplmonitor-wra)
I1I0: 288K read, OB written
Tasks: 8
Memory: 39.2M (peak: 39.8M)
CPU: 7.984s
CGroup: {Eser.slicefuser—1000.Sltce/user@looo.servtce}app.slicefapp—sim_words.vo_z.slicejst

eK 29 17:41:48 rec-services pplmonitor[290]: INFO JobRunner - job_finished, name=health_check,
eK 29 17:41:48 rec-services pplmonitor[29@]: INFO JobRunner - next_time, name=health_check, ite
< 29 17:45:18 rec-services pplmonitor[29@]: INFO JobRunner - run_job, name=health_check
< 29 17:45:23 rec-services pplmonitor[290]: INFO HealthCheck - done, strs_cnt=108, ids_cnt=100,
( 29 17:45:23 rec-services pplmonitor[298]: INFO JobRunner - job_ finished, name=health_ check,
< 29 17:45:23 rec-services pplmonitor[2968]: INFO JobRunner - next time, name=health check, ite
< 29 17:48:53 rec-services pplmonitor[290]: INFO JobRunner - run_job, name=health_check
< 29 17:49:04 rec-services pplmonitor[290]: INFO HealthCheck - done, strs_cnt=100, ids cnt=100,
( 29 17:49:04 rec-services pplmonitor[290]: INFO JobRunner - job finished, name=health check,
< 29 17:49:04 rec-services pplmonitor[290]: INFO JobRunner - next time, name=health check, ite
lines 1-22/22 (END)

Pucynok 11 — Cratyc cepBuca Sim-words

4. Jloctyn K mporpamMMHOMYy HHTepdelcy sk3eMiuisipa «PekoMeHaaTenbHble CEPBUCHI MOJ-
JIepKKH HAyYHO-TEXHUYECKOM U Hay4HO-00pa30BaTENbHOM NesTeTbHOCTHY.

Jinis  fmocTyma K yCTaHOBIEHHOMY  OK3eMIUIApy «PEeKOMEHIATeNbHBIX CEpPBUCOB

MNONJEPKKY Hay4YHO-TEXHHYECKOW M HaydyHO-0Opa30BaTENIbHOM JAESITETbHOCTH» HEOO0XOAMMO

OTKpPBITh BeO-Opay3ep W mepeiitu mo ccbutke http://192.100.100.203:8080/docs (mis maHHOTO

npumepa). [lpu mepexome Ha yka3aHHBI aapec OyneT OTKpbITA HadalbHas CTpPaHUIA
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http://192.100.100.203:8080/docs

uHCTpyMeHTapuss Swagger (Omm6ka! MCTOYHHMK CCHLIKM He Haiinen.12), Ha KOTOpOil OymayT
JOCTYITHBI CIIEAYIONIHE (yHKINU:

e (yHKIHS PEKOMEHIAIUU M3IaHUH JUTsl OYOJIMKOBAaHHS HAYYHBIX PE3yIhTaTOB Ha OCHOBE
aHaJM3a MOJIHOTO TEKCTa MPENPUHTA HAYYHOH CTaThH;

e (ynkuus moad0pa IKCIEPTOB / PEIICH3CHTOB IO 33JaHHOMY IOJHBIM TEKCTOM OOBEKTY
AKCIEPTHU3HI;

e (yHKIMA MOIO0Pa PEIEBAHTHBIX TEXHOJIOTUH 10 TEXHOJIOTHYECKUM 3aIpocaM HMHTEpakK-
TUBHOE (POPMUPOBaHKE M YTOYHEHHE MTOUCKOBBIX 3alIPOCOB C MPUMEHEHUEM PEKOMEH 1a-
TEJILHOW MOJIEJIA aCCOIIMMPOBAHHBIX MOHITUN MPEAMETHBIX 00IacTeil HAYKU U TEXHUKH;

¢ (YHKIMS MHTEPAKTHBHOTO (POPMHUPOBAHUS U YTOYHEHHE MOUCKOBBIX 3alIPOCOB C MPUMe-
HEHHEM PEKOMEH/IaTEIIbHOM MOJICIIH aCCOLMUPOBAHHBIX MOHIATUH TPEAMETHBIX 00JIacTei
HAYKU U TEXHHKH,

e (yHKIMS aBTOMAaTHYECKOW  KiIacCH(PUKAMKM  HAYYHO-TEXHUYCCKMX M  HAy4YHO-
o0pa3oBaTeNbHbIX JOKYMEHTOB 110 pyOpukatopy ' PHTU.

(cM. meranbpHOE omucanue QyHKIMI B PykoBoacTBe mosib3oBarens «PekoMeHaaTenbHbIe

CCPBUCHI ITOAACPIKKH HaquO'TeXHquCKOﬁ n Hay‘IHO-OGPaSOBaTCHBHOﬁ ,Z[eSITeJ'IBHOCTI/I»).

C /M He 3awmuieHo  rec-services.isa.ru:8080/docs#/

PekoMmeHpaTenbHble cepBUChl &2

openapi json

API pekoMeHOaTENBHBIX CEPBUCOB

services

POST /journals Author Help
POST /experts Get Experts

POST /technology Get Technology

/starsky Get Starsky

POST /grnti Get Gmti

Pucynox 12 — OcHoBHas cTpanuia PekomeH1aTeIbHbIX CEpPBUCOB

12



